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Abstract: The main idea of computer science is to develop, automate and
facilitate mathematics and particularly mathematical calculations. The engine of
this niche are the data simulation and information processing systems. One of the
signs for classification of this system is the way they process the data, analytical or
simulation. With the development of information technology the system
requirements are being increased, which in turn implies the possibility of handling
data from a high level of abstraction. Ever — greater challenge is creating
architecture permitting the retention of the old functionality and at the same time
providing an opportunity for integration with external services. Creating a scalable
and versatile system that allows users the ability to work with several methods to
describe the simulation is very long and cumbersome process. Simulation and
processing system are handle a large number of libraries and external system
enabling then to achieve their tasks. With combining the different design patterns,
it is possible to achieve such architecture providing flexibility and freedom of
expansion.
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1. Introduction
Information technologies are part of modern people everyday life. Great part of

these technologies are systems that handle specific mathematical analysis and
modelling [1, 6, 7]. Even if people do not notice, technologies are everywhere
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around them. Delicate systems operate our cars from the board computer, make our
smartphones smart, run our laptops or even the calculus on our desk, every device
branded as “smart” is construct around a computer. Each similar system is armed
with a great number of external libraries that give her the ability to work with many
different types of data.

This article describes an architectural template that provides the possibility for
working with a number of external systems and libraries. It also contributes to the
unobscured implementation of flexible mathematical models that can be further
expanded. The presented system is a combination of selected templates and
architectural design patterns which provide foundation for the creation of an
expandable framework.

2. Description of analytical and model simulation systems

If we explore a complex group of applications that is responsible for strategical
planning, logistics, marketing, managing projects, handling human resources and we
analysis the instruments and techniques for modelling used by this group a certain
pattern can be observed — the most used software for modelling up to date is MS
Excel. Excel has many advantages to the user — ease of access, ability to operate on
different platforms and interactive design. The foundation of this software is based
on the analysis of different models. Its model of work is very simplified. It includes
electronic tables, divided in cells that can be filled with different mathematical
formulas and other cells that calculate the results. Although their flexible and
simplified method of work, such types of software can't complete all sorts of tasks.
To be able to do so, they need to be able to expand their functionality with a variety
of add-ons. Great number of problematic classes are handled by dynamic systems
like:

o nonlinear behaviour;

e time dependencies;

e memory.

To solve the problems of these classes specific systems are needed [1, 2, 7].
These systems for simulation models are using more complex models. Their final
aim is receiving similar data on the basis of a complicated model. The models used
in such systems are graphically build from internal libraries that give the chance of
working with a variety of models.

Both types of applications have a similar working method. Information (models
and mathematical models) is collected from user interface and is loaded in the
context of the application. Then there a decision is taken on how to process the
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collected data. After that it is send to a specific library. Before being received the
data is being processed by the module for presentation of data that has been used
which in most cases consists of a group of several methods. After information
processing has started, the responsible methods return middle data for specific
methods. Processed data is being presented in an easy “view-models” and after that
is visualized to the user in an easy to use format.

To create such an architecture as well as its ability to expand and further
develop, a specific separation of not only the logical parts but a separation of
physical parts in different projects is required. Such separation would improve not
only the workings of the systems, but it would give the foundation possibility of
expanding with additional modules in the future. It is a good practice that each
calculus library and method are separated in different projects. This would ensure the
isolation of different logical parts and preserve their state clean and easy for
maintain. All these mathematical libraries can be requested later, but to be able to
accomplish this they have to inherit the same interface that describes the general
range of actions they are created to support.

All the libraries have to situate only one way of access, so that the difficulty of
support is reduced. This will be accomplished by realised by implementing a “facade
pattern” [3], that works as a foundation for access to different logics. The object that
is responsible for that has to be global and must be able to coordinate the actions in
the whole system. Because of these characteristics the object would be resource
hungry for the system. For this point it has to be initialized only once and if possible
in the last stage of life of the system. It also has to be destroyed after finishing its
tasks. To respond to all these characteristics, the object has to fill into a “singleton

pattern” [4].
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Figure 1. Architecture of extendable simulation system

49



Pavel Kyurkchiev

Figure 1 presents the architecture that contains all components described above
with one additional module. This module is called “transfer” and is responsible for
the communication with other external systems and libraries. Increase in the number
of users directly leads to the increase of load in a system. This is particularly valid
for architectures that offer the availability for external communication with other
services. One of the major difficulties such architectures meet is the increased
number of queries towards them. Like very module for communication, this one
would also experience great trouble if a big number of customers use the system at
the same time. To achieve minimal loading time when transferring data, the creation
of three different channels is required. One, responsible for the input calls, one for
output calls and one that is used to store data. The communication channels represent
AMQP (Advanced Message Queuing Protocol) queue of messages. The messages
are objects encoded under base64. The input channel or “ChannelOne” receives
messages under the form of processed data, which is presented in a suitable format
before being visualized. The output channel or “ChannelTwo” will send messages as
mathematical models for processing. The channel for storing data or “ChannelThree”
will keep data or receive finished visualizations of stored objects.

3. Simple Implementation of the architecture

The presented architecture for expandable system for simulation and modelling
of processes can be used as a foundation of other applications with great ease and
only minor code changes.
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Figure 2. Architecture of CRM Data Hub
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We will now explore as an example a system of type CRM Data Hub. It is a
system that is responsible for the communication of a great number of subsystems
and libraries. Data handlers of such type receive queries for completion. After
receiving the queries, information is being processed and a specific external module
is being chosen for completion of the described tasks. After that the context of the
query is being sent towards the specific subsystem for completion. After completing
the query, the data centre returns the data and closes the information channel.

In most cases situating the needs of such types of systems is handled by n-tier
architecture that is combined with simplified model for communication with external
services. Architecture of such kind gives the opportunity for smooth development
and support. However, the possibilities for expansion with external services and
libraries without creating disturbance in the structure are limited. When a great
number of users are involved the possibility of overload in communication channels
is a risk.

With a slight change of the model and the addition of a module for data
transformation the architecture would satisfy completely all the needs of such class
of applications. Other than the easy adaptation to the requirements of such similar
type of systems, the architecture would enhance the performance when experiencing
huge load.

The bank industry, unlike other industries, is experiencing constant competition
when it comes to offering new types of services. The old systems used to support the
banking industry are in a state of complete expansion. This expansion leads to the
need of upgrades incorporating external services and libraries. The whole process of
continuous development cannot suppress the ever increasing load that is being
handled by certain modules, which leads to slowdown in the system. Most systems
of this kind use Domain-driven design architectures. DDD is a methodology that
provides clean and useful project design. However the possibilities for expansion
with external means are very limited. For improving the work of such systems and
simultaneously decreasing the load between different modules the system described
above can be used. It is capable of enhancing the possibilities of expansion and
further lowering and distributing the system load.

4. Conclusion

The creation of such architecture that holds the ability to work with a great
variety of libraries like [5] is one of the most common cases of solving the problem
of the rising customer needs. In a certain way establishment of such architecture is
done with the idea of solving a concrete specific problem. Such architecture, with
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only a slight change of logic can be used in any possible direction. To make this
happen, the architecture needs to be able to work not only with internal but mostly
with external systems. This would allow a huge advance in the future of developing
applications.

The distributed architectural system for modelling and simulation provides the
developers the ability to easily expand and upgrade. It would allow easy support and
integration of outer calculation systems. It could make a project more readable as
well as easy to expand from an external team of software developers.
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APXUTEKTYPA HA PASHIMPAEMA CUCTEMA
3A CUMYVYJIAIIMA HA ITPOLUHECHU C
BB3MOXKHOCT 3A PABOTA C I'OJISIM BPOM
BBHIIHU BUBJIMOTEKH U ITPUJIOKEHUA

[asea Kiopkunen

Pestome: OcHoBHara 0o0IacT Ha KOMIIOTBPHUTE HAayKH € Ja pa3BHBA,
AaBTOMATH3Upa M YJECHsBAa MaTeMaTHKaTa M B YaCTHOCT MAaTeMaTHYECKUTE
n3uncieHus. JIBUraTensaT Ha TasM HMIIA ca CHCTEMHTE 3a MOJeNHpaHe |
00paboTka Ha maHHW. EQWH OT mpu3HanuTe 3a KiIacupHUIupaHe Ha TMOZ00EH poj
CHCTEMH € HauMHBT Ha 00paboTka Ha JTaHHWUTE, aHAJMTHYHO WM CUMYJIAIMOHHO.
C pa3BuTHeTo Ha HHQOPMAIMOHHNTE TEXHOJIOTHHU CE YBEINYaBaT U M3HUCKBAHUATA
KBM T€3U CUCTEMH, KOETO, OT CBOsI CTPaHa, BKJIIOUBA U BE3MOKHOCT 3a OopaBeHe ¢
JaHHU OT IO-BHCOKO HMBO Ha abcTpakuus. Bce mo-ronsiMo mpenu3BHKATEICTBO
HpeJCTaBIsiBa Ch31aBaHETO HA apXUTEKTYpa, AOMyCKallla 3alla3BaHeTo Ha cTapaTa
(byHKL[I/IOHaJ'IHOCT Y IIPENOCTaBsa B ChbIUIOTO BPEME Bb3MOXKHOCT 32 UHTErPALUs
¢ BBHIIHM yciyrd. Ch3faBaHETO Ha eHa paslikpseMa U MHOrO(yHKIHOHAIIHA
cHCTeMa, MPeJOCTaBsIia Ha MOTPEOMTENUTE BH3MOXKHOCT 32 paboTa C HIKOJIKO
MeTo/Ia 33 ONHMCBaHE Ha CHMYJIAL[HHU, € MHOTO IBJIBI U TE&XBK Hpolec. CucremMure
3a CUMyJupaHe U 0o0paboTka Ha mpolecH OOpaBsAT ¢ TOJSIM Opoit GMOIHOTEKH 1
BBHIIHA CHCTEMH, JaBallld MM BB3MOXKHOCT 3a pelllaBaHe Ha TEXHHTE 3aJadH.
Upe3 koMOMHUpaHEe Ha Pa3JIMYHH IIA0JIOHU 32 JU3aiH € Bb3MOXHO IOCTUTAHETO
Ha apXUTEKTYypa, AaBalla I'bBKaBOCT U CBOOO/IA Ha Pa3IIMPEHHE.
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